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ABSTRACT
Mobility causes frequent link failures in ad-hoc networks.
This results in a severe degradation of performance specially
in case of high mobility of nodes. This is because the rout-
ing protocols for ad-hoc networks are not equipped to handle
high mobility. In this paper, we have presented a new link
management algorithm to locally manage links. This new
mechanism is based on signal strength measurements. We
develop the hysteresis mechanism provided by OLSR based
on hello packets to include signal strength measurements.
The mechanism in OLSR uses Hello packets received/lost
to decide to establish link or not. The problem with this ap-
proach arises when there is high mobility in which case the
time to break the link and use a new path becomes signif-
icant. To overcome this, we propose to use signal strength
to determine if the link-quality is improving or deteriorat-
ing. This combination of the two mechanisms, makes the
link management more robust and also helps in anticipating
link breakages thereby greatly improving performance.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless communication; C.2.2
[Computer-Communication Networks]: Network Pro-
tocols—Routing Protocols
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1. INTRODUCTION
There has been a phenomenal growth in wireless com-

munication in recent years. Devices have become smaller
with longer battery life and communication protocols have
become more robust. Thus now it is the fastest growing
segment of the communications industry and has even sur-
passed wired communications in many areas. This has led
to a situation in which more and more tasks are being done
using wireless technology giving users the advantage of mo-
bility.

Wireless networks can be classified according to two main
types: Infrastructure based e.g. Global Standard for Mo-
bile communications (GSM),Wi-Fi etc. or Infrastructure
less which are called ad-hoc networks. Infrastructure based
networks use an approach where mobile nodes communicate
directly with some centralized access point. These type of
networks demand centralization for configuration and op-
eration. Thus they can not be used in all situations e.g.
military networks, disaster relief operations etc.

An ad-hoc network, as the name suggests, is a network
formed by nodes connected arbitrarily for some temporary
time. A Mobile Ad-hoc NETwork (MANET) is a kind of
wireless ad-hoc network having arbitrary topology (no fixed
infrastructure) with mobility. It consists of mobile routers
connected wirelessly to each other where each node is free
to move. This results in a continuously changing topology.

Mesh networking is a way of interconnecting nodes by
having multiple paths present between them. Thus ”wire-
less mesh networks are dynamically self-organized and self-
configured, with the nodes in the network automatically es-
tablishing an ad-hoc network and maintaining the mesh con-



nectivity” [5]. Hence it allows for continuous connections
and reconfiguration around blocked paths by hopping from
node to node until a connection can be established. As there
are multiple paths, the network can still operate even when
a node breaks down or a connection goes bad. Thus the
performance depends highly on how the protocol handles
link management. Also with mobility, there is a continuous
change of topology, so the importance of link management
increases greatly.

1.1 Motivation and related works
In 802.11 infrastructure based networks, association man-

agement is done usually by detecting frames lost and mon-
itoring Signal-to-Noise Ratio(SNR). The clients start scan-
ning for new Access Points(APs) when SNR passes a min-
imum threshold [12]. The APs typically emit a beacon
packet every 100ms. The clients use this beacon to find an
AP having highest SNR with which to associate. The change
is thus transparent to user and is efficient in the sense that
very few packets are lost during the handoff.

In case of ad-hoc networks, link management is done lo-
cally by each node for all nodes within its radio range. Also,
this is done at the network layer by the routing protocol.
The routing algorithms are thus equipped with mechanisms
that aim to manage mobility, i.e changes in the topology
and routes. Both local and global approaches are used. Lo-
cally for link breakage detection, different mechanisms are
employed, for example consecutive hello losses used in the
OLSR [2] and AODV [10] as are the link expiration timers.
Globally, it is done by periodically sending control packets
such as TC messages in OLSR to inform the entire network
of topology changes and make it possible for nodes to re-
compute routes, or in a reactive way, sending a route error
message to inform the source of route loss. Usually this does
not involve using signal power measures obtained from lower
layers since this information is unavailable. This leads to
poor performance in terms of Packet Delivery Ratio(PDR)
as it requires more time at this layer to manage links. In
[11], the authors discuss the benefits and disadvantages of
using cross-layer feedbacks.

Recently a number of studies have been done in which
measures from lower layer have been used for link manage-
ment. In [4], the authors propose a protocol based on signal
strength and stability of hosts. It classifies links as strongly
connected or weakly connected based on signal strength and
measures the time interval during which neighbors are stron-
gly or weakly connected to determine route stability. The
received transmission power is used in [7] to estimate when
a link will break and the mechanism is applied to DSR [9]
and AODV. On the other hand, [3] uses periodic connec-
tivity information(position and mobility pattern) to predict
link breakage in AODV to prompt local repair.

In this paper, we focus on local link management for ef-
ficiently managing mobility. For implementation we have
used the Optimized Link State Routing(OLSR) protocol.
OLSR is one of the protocols proposed by Internet Engi-
neering Task Force(IETF) for MANET’s. Being pro-active,
it is well suited to mesh networks since a part of a net-
work is always fixed. But the OLSR link management is not
adapted to extremely mobile networks. In fact, the problem
with link breakage detection as proposed in OLSR hysteresis
based on hello losses is that the former needs time, at-least 2
hello intervals (see figure 1), during which packets destined

to that node are simply lost. In a highly mobile network,
link breakages are very frequent, leading to a very short link
validity time (not exceeding some seconds), and waiting for
two packet loss can lead to a very bad packet delivery ratio.

To solve the above problem, one could think of increas-
ing Hello frequency (reducing hello interval time) [1]. This
would limit the detection time but incurs too much overhead
making this solution inappropriate. However, we think that
for obtaining maximum packet delivery ratio, the most suit-
able approach is to be able to anticipate breakages instead
of waiting for link breakage to be detected.

We first describe in brief OLSR and its link management
in the next section. Then we propose our algorithms in
section 3 and discuss its pros and cons. In section 4, we
describe the simulations scenarios and discuss the results.
Finally we conclude in section 5 giving some future work
directions.

2. OPTIMIZED LINK STATE ROUTING(O-
LSR) PROTOCOL AND HYSTERESIS
OVERVIEW

In this section, we describe in brief the working of OLSR
and look at the Hysteresis mechanism provided by it.

2.1 OLSR functioning
OLSR as it’s name suggests is an optimization of the Link

State Protocol for ad hoc networks and like other link state
protocols, nodes construct map of the whole network. Thus
the whole network should, in theory, be known to all nodes.
OLSR is a table-driven pro-active protocol i.e. each node
maintains information about all the other nodes at all times.
This is unlike other reactive protocols which initiate route
discovery on demand. This results in no initial delay in
communication but requires constant overhead of routing
traffic.

It is called Optimized because firstly, OLSR minimizes
flooding of control traffic by using only selected nodes, called
multipoint relays MPR (1-hop neighbor nodes which re-
transmit all broadcast messages), to diffuse its messages.
Secondly, it reduces the size of the control packets by declar-
ing only a subset of links with its neighbors instead of all
the links. It only declares the links to those nodes which are
its multipoint relay selectors (nodes which has selected its 1-
hop neighbor, as its multipoint relay, are called a multipoint
relay selector). By using the above techniques, it signifi-
cantly reduces the number of retransmissions in a flooding
or broadcast procedure and also reduces packets size, mini-
mizing overhead.

The protocol is designed to work in a completely dis-
tributed manner and thus does not depend on any central
entity. The protocol does not require reliable transmission
for control messages: each node sends control messages peri-
odically, and can therefore sustain an occasional loss of some
packets.

Being a proactive table-driven protocol, OLSR operation
mainly consists of updating and maintaining information in
a variety of repositories. The data in these repositories is
updated based on received control traffic. The control traffic
in turn is generated by each node based on the data present
in its data tables. There are two main types of messages
generated by OLSR.

HELLO - HELLO messages are transmitted to all neigh-



bors. These messages are used for neighbor sensing and
MPR calculation and are broad-casted periodically depend-
ing on hello interval.

TC - Topology Control messages are the link state signal-
ing done by OLSR. This messaging is optimized by the use
of MPRs.

In the following section, we describe the link management
mechanism present in OLSR.

2.2 Link Hysteresis
Link hysteresis is used to make links robust by slowing

down link establishment so as not to consider transient con-
nectivity between nodes. This means that we are interested
in making sure that a newly registered link is not just a node
passing by or a node that is at the border of radio range and
alternates between residing just outside and just inside radio
range. Hysteresis, thus provides more robust link-sensing at
the cost of some delay in establishing new links which, in
our opinion, becomes necessary for providing better perfor-
mance when considering high mobility scenarios.

The strategy suggested in OLSR [2] is based upon two
functions, stability rule and instability rule, and uses two
link-quality thresholds (HYST THRESHOLD HIGH and
HYST THRESHOLD LOW). Hysteresis requires a node to
maintain a link-quality value for every link. OLSR RFC
specifies hysteresis based on HELLO packets. The hello
packets are thus used to update the link status when it
crosses one of the defined thresholds. The stability rule is
applied on a registered link every time a hello packet is re-
ceived at that link. The instability rule is applied to a regis-
tered link every time a hello packet is lost which is detected
by using timers to determine if packets are received within
the specified interval and also by tracking packet sequence
numbers to find missing packets.

Using hysteresis, the status of a link is only changed if the
link-quality crosses one of the two threshold:

• A link is set to be symmetric if it is currently asymmet-
ric and value of link-quality is larger than the upper
threshold (HYST THRESHOLD HIGH).

• A link is set to asymmetric if it is currently symmet-
ric and value of link-quality is smaller than the lower
threshold (HYST THRESHOLD LOW).

In figure 1, we plot the trajectory of link-quality param-
eter when a node receives five consecutive hello messages
followed by three consecutive losses. When a hello message
is received on a link for the first time, the link-quality is ini-
tialized to 0.5. On reception of next four hello messages, the
stability rule is applied increasing the value of link-quality.
Then for the loss of next three messages, the instability rule
is applied. As can be seen from figure, it takes three hello
messages to establish a link while it takes two losses to take
the link into pending state which can then be broken after
link timeout if there are no further reception of messages.

The above strategy while beneficial at low speeds and in
low mobility scenarios, doesn’t work well when there is high
mobility and the speed of nodes are high. It fails since the
nodes are moving at such high speeds that the time taken to
establish and break links becomes significant. To overcome
this problem, we modify the Hysteresis such that instead of
being based on Hello losses, its now based on received signal
power. By using signal power, instead of messages lost, we
also gain the advantage of anticipating link breakages.

Figure 1: Hysteresis mechanism of OLSR

3. THE PROPOSED SIGNAL STRENGTH
BASED LINK HYSTERESIS
ALGORITHM

As mentioned above, hello loss hysteresis only detects
breakage. We propose an algorithm for link hysteresis based
on the received power measures.

3.1 Assumptions
In outdoor environment, where wireless mesh networks

are usually deployed, the received power depends on the dis-
tance from which the packet was transmitted. The further
the transmitter is, the lower is the received power. This
assumes we are in a free space (without obstacles). This
measure is delivered by the wireless interface, and should be
transmitted to the routing protocol. Thus a cross-layer ap-
proach is used. Also, in a mesh network, it is assumed that
the fixed nodes/routers are deployed such that the mobile
nodes always find a fixed node in its neighborhood with good
enough signal strength for communication to be possible.

3.2 Signal Strength(ss) based hysteresis algo-
rithm

Figure 2: Signal Strength with distance

The underlying idea behind the algorithm is to progres-
sively increase the link-quality metric when a node is mov-
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Figure 3: Hysteresis based on Signal Strength

ing towards the source and to decrease the metric when
the node is moving away. For this, we use two thresholds
ss threshold low and ss threshold high ”linked” to the signal
strength of the received hello packets. Since the dimension-
ing of the network allows a mobile node to always find at
least one fixed router with a good signal in its neighborhood,
only the links for which the power is above ss threshold high
are considered by the routing protocol. So, when the signal
strength of the hello packets are above ss threshold high, the
hellos are considered as received and stability rule of OLSR
is applied. When the signal strength is below ss threshold low,
the hello packet is supposed to be lost and the link quality
is decreased by applying instability rule. When the received
power is in between the two thresholds, the nodes may be
moving away or approaching. In this case, we compare the
signal strength of the successive hellos to anticipate link
breakage or link establishment. In an ideal situation, the
link-quality metric should cross the HYST THRESHOLD-
HIGH at the same time the signal power crosses the mini-

mum reception power required for good reception i.e. ss thre-
shold high. Also the link should be broken at the time before
the communication becomes impossible.

To achieve above goals, we developed an algorithm which
is detailed below. For each hello packet received, the re-
ceived signal strength is measured and transmitted to the
OLSR daemon. If the signal strength is greater than ss thre-
shold high, it is considered as received. Else if the signal
strength is less than ss threshold low, it is considered as lost.
Considering ”bad” received packets as loss (packets with low
signal strength) while they have been considered as received
at the lower layers, provides us with the means to anticipate
link breakage. On the other hand if signal strength is in
between ss threshold high and ss threshold low, the decision
depends on the link status and signal strength values ob-
tained previously from that link. When an incoming packet
is considered as a reception, the link-quality is rewarded (like
the stability rule) whereas it is punished when the packet is
considered to be lost (like instability rule).

In Figure 2 we trace the signal strength as a function of
distance. The approximation of Signal Strength (ss)= 1

d4 ,
where ”d” is the distance between the nodes, is used (for
simulations, however, Two-ray ground propagation model is
used with free space model used for small distances; for fur-
ther details, see [6]). The figure also plots the the signal

strength of hello packets received when a node is approach-
ing. Figure 3 plots the corresponding link-quality values for
the hello packets received.

As can be seen from the figures 2 and 3, when the first
hello packet with signal strength below ss threshold low is
received, the packet is not considered as reception. Thus
link-quality is not initialized. Only the reception of a packet
with strength above ss threshold low initializes the link-qual-
ity parameter. The second hello received is above the ss thresho-
ld low and thus initializes the link-quality but the link status
is still pending(therefore, it can not be used to transmit mes-
sages yet). When the node receives another packet at about
the same power level, there is no effect on link-quality. But
whenever the difference in signal strength, which is cumu-
lated, crosses a certain value ∆, the link-quality is rewarded
or punished based on its improvement or deterioration re-
spectively. The use of ∆ allows us to reward only approach-
ing nodes and not nodes which would stay at the same dis-
tance between successive hellos.

Here in the figure 3, it is rewarded as it is improving for
the fourth hello packet. Rewarding and punishing between
the thresholds for every ∆ change is done to make the links
more robust and reduce the time required in changing link
status. Finally, when a packet with signal strength above
ss threshold high is received, the link-quality is again re-
warded and since it crosses the threshold, the link becomes
active (link pending becomes false).

To implement the above mechanism, we made changes to
the way OLSR handles the message processing which is de-
tailed in the algorithm below. First when a node receives
a message from a neighbor for the first time, it checks the
signal strength and based on it assigns it a link-quality pa-
rameter.

On receiving further hello messages from the same neigh-
bor, it always checks the signal strength. If it is above
ss threshold high, link-quality is rewarded. If it is between
the thresholds, then depending on signal strength variation,
it rewards or penalizes the link-quality. The status of a
link is only changed if the link-quality crosses one of the
two threshold. Note that punishing the link when its signal
strength is deteriorating changes its link status to pending
before it becomes impossible to communicate with it; thus
our algorithm in fact anticipates link breakage.

Signal Strength(ss) based Hysteresis Algorithm 1.
IF there does not exist an entry in neighbor table

IF ss > ss threshold high
Link quality ← 1-Hyst ss scaling

ELSE
Link quality ← Hyst ss scaling

ENDIF
Link pending ← true
Sum sig var = 0 ; (to cumulate the signal variation)

ELSE
if there is already an entry
IF ss > ss threshold high ; (good reception; we reward)

Link quality← (1 - Hyst ss scaling ) * Link quality
+ Hyst ss scaling

ELSE
(punish, reward or do nothing based on ss)
IF Link pending = false AND (Sum sig var + =

Last ss− ss) ≥ ∆
(we punish since signal strength has deteriorated

more than ∆)



Link quality = Hyst ss scaling ∗Link quality

Sum sig var = 0
ENDIF
IF Link pending = true AND (Sum sig var + =

ss− Last ss) ≥ ∆
(we reward since signal strength has improved

by ∆)
Link quality = min( HYST THRESHOLD HIGH

, (1−Hyst ss scaling) ∗Link quality + Hyst ss scaling )
Sum sig var = 0

ENDIF
ENDIF
Change the status of Link if Link quality crosses any of

the two thresholds
ENDIF

where ss is the current value of signal strength; Last ss
is signal strength value of last hello packet; Hyst ss scaling
is like HYST SCALING parameter of OLSR but for signal
strength; ss threshold low and ss threshold high are the two
signal strength thresholds; Sum sig var cumulates the signal
variation and compares it with ∆ which is an arbitrary value
used to measure change.

3.3 Hybrid hysteresis algorithm
The above described algorithm does not consider packets

which are really lost(e.g. due to collision, error in Frame
Check Sequence etc.) since it can measure signal power only
from received packets. That means that when a packet is
lost, the corresponding link-quality is not affected leading
to a delay (have to wait until the next packet) in punishing
the link if the later is deteriorating. Also if a node suddenly
disappears(is switched off), then we will have to wait until
the link expires to invalidate the link and packets sent during
the time will be lost. It is also important to note that hello
messages can also be lost due to collision, as 802.11 doesn’t
have reliable transmission of broadcast messages. Knowing
that packets sent on links which are further from the node
are more likely to be lost (more probability of moving out of
range and collision in a given time), the punishment becomes
inefficient.

The main idea of the hybrid algorithm is to combine both
Hello loss and signal strength based hysteresis. If a hello
packet is lost, the algorithm acts as in link hysteresis pro-
posed in the OLSR, i.e. instability rule is applied. On the
other hand, for each hello packet received, the algorithm
acts as the proposed signal strength based hysteresis. Packet
has to be considered as a reception or as a loss depending
on its quality(signal strength value). Note that in this case,
Hyst ss scaling and HYST SCALING could equal or differ-
ent. By differentiating the two, we could introduce the idea
of ’weak punishment’, ’weak reward’ and ’strong punish-
ment’, ’strong reward’. They can be used to micro-manage
the network based on the network load and mobility.

4. SIMULATION RESULTS

For simulations, we have used an implementation of OLSR
on the network simulator version 2(ns-2). Ns-2 [6] is an
open source, discrete event simulator which is widely used
for research purposes. It has an excellent implementation

Table 1: Simulation Parameters
Parameter Value

Simulation time 200 [sec]
Terrain range 594 by 594 [m]
Number nodes 29

Propagation model Two-ray ground
Bandwidth 11 Mbps

Mobility model Random way point
Pause time 0 sec

MAC protocol IEEE802.11
MAC queue size 50

Queue type Drop Tail / Priority Queue
Traffic type Constant Bit Rate(CBR)

Antenna model Omni-Antenna
Hyst ss scaling 0.5
ss threshold low -9.3 (logarithmic value)
ss threshold high -8.9 (logarithmic value)

∆ 0.2

of the 802.11 standards at physical, Data link and higher
layers. The parameters were configured such that the physi-
cal interface corresponded to the 914MHz Lucent WaveLAN
DSSS radio interface. Other parameters used for the simu-
lation are given in table 1 with simulation time, terrain and
number of nodes varying according to the scenarios.

4.1 Chain scenario
First of all, to validate the connectivity, we made simula-

tions such that we placed stationary nodes in a straight line,
forming a chain, while a node moved passed them at differ-
ent speeds. The moving node was made the source which
transmits data to the node which is located at the beginning
of the chain(first node). As the source moves away from the
destination, it has to switch the nodes for transmitting data.
OLSR being a shortest path algorithm, switches to a new
link only if a new shorter path is discovered or the older
path is no longer valid. So it tries to keep the old link in use
as long as possible before switching to the new link as the
older path is always the shortest. Also, since there exists
only a single path(in the chain) for information exchange,
the loss of control packets is an important factor here. So
to minimize packet loss due to collision, constant bit rate
traffic with only 2 packets of 64 bytes each per second were
used.

Figure 4: Chain

The topology consisted of an area of about 1500 * 300
with 10 stationary nodes, each placed at a distance of 130
m forming a chain. The mobile node speed was varied from
5 m/sec to 30 m/sec. The source started moving and send-
ing data after 50 sec and the simulation time was adjusted
according to the time needed by the mobile node to traverse
the topology.

In the above scenario, the performance metric used is



Packet Delivery Ratio(PDR). PDR is the ratio between the
number of packets delivered to the destination to that sent
by the source. The results for this scenario is shown in fig-
ure 5. As can be seen from the figure, the hysteresis on signal
strength (also referred to as Hysteresis on Signal) performs
much better than Hysteresis on hello Loss(referred as Hys-
teresis on Loss). This is because Hysteresis on Loss waits
for at least 2 packets loss, before breaking the link. On the
other hand, Hysteresis on Signal has nearly 100% PDR since
it breaks and establishes the links quickly.
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Figure 5: PDR in chain scenario

Figure 6: Mesh structure

4.2 Grid mesh network scenario
Then we considered a mesh scenario with 29 nodes in

which 9 of the nodes were stationary(henceforth referred to
as mesh nodes) and placed such that they formed a mesh(
figure 6). A mesh node in this case is connected to its
horizontal and vertical neighbors only and not to the diag-
onal neighbor. The mobile nodes, on the other hand, were
placed using uniform random distribution. Also, their move-
ment, speed and direction was based on the Random way
point model. Random Waypoint (RWP) model is a com-
monly used mobility model in Ad Hoc networks. Briefly,
in the RWP model [8] a node moves directly towards the
next waypoint(destination) at a certain velocity v selected
using uniform distribution from [0, vmax]. Once the node
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Figure 7: PDR for Stationary nodes sending to other
Stationary nodes
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Figure 8: PDR for mobile nodes sending to Station-
ary nodes

reaches the waypoint the next waypoint is drawn randomly
from the uniform distribution. Furthermore, it is possible
to introduce ”thinking times” when the node reaches each
waypoint. The scenario is depicted in figure 6.

Other parameters used for the simulations are detailed in
the table 1.

We simulated first with a single traffic with both Hys-
teresis based on Loss and Hysteresis based on Signal. The
sources and destinations were varied to cover all possible
scenarios. Three cases were considered and results plotted

• a stationary node sending to another stationary node

• a mobile node sending to a stationary node, and finally

• a mobile node sending to another mobile node.

The data used for each of the above scenario consisted of 2
packets of 512 bytes per second. The results for each of the
above three scenarios are shown in figures 7, 8 and 9 respec-
tively. As can be seen from the figures, Hysteresis on Signal
easily outperforms hysteresis based on loss. This is because
of the anticipated link breakage which makes it use only
those path which are stable. In the case when stationary
nodes are sending to other stationary nodes, we don’t have
a 100% PDR, since OLSR being a shortest path algorithm,
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Figure 9: PDR for Mobile nodes sending to other
Mobile nodes
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Figure 10: Multiple Sources with Hysteresis on Loss
and Signal at speed 20 km/hr

often selects mobile nodes to forward data. This causes link
breakage when nodes move out of range and hence some
packets are lost before the network reconfigures itself.

Then, we increased the sources from 1 to 15 and saw how
the protocol scales. The results are shown in figure 10 and
figure 11 for Hysteresis on Loss and Hysteresis on signal
with speed 20 and 120 respectively. As can be seen from
the figures, our approach not only scales well but outper-
forms Hysteresis on signal by a big margin. This is because
all flows using a particular link loose packets when the link
is broken and have to wait before the link is re-established
or an alternative path is used. On the other hand, by an-
ticipating breakages, we seldom loose links and thus have
improved performance.

Finally, we increased the data rate progressively to deter-
mine how the proposed changes to protocol performs under
a congested network. The results with the above scenario
but with traffics of 5 to 15 and with data rates of 20 pack-
ets of 512 bytes each per second are given in the figure 12.
There is a graceful degradation of performance in case of
congested network as can be seen from the figure 12.

5. CONCLUSION
In this paper, we have presented a link management tech-
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Figure 12: PDR with high traffic based on Hystere-
sis on Signal

nique for OLSR to locally manage links. This new mecha-
nism is based on signal strength hence cross layer approach
is used. The hysteresis mechanism provided by OLSR is im-
proved upon by using signal strength in combination with
the hello loss based hysteresis. The signal power is used
to determine if the link-quality is improving or deteriorat-
ing while packet losses are handled through the hysteresis
mechanism specified in OLSR RFC. This not only makes the
link management more robust but also helps in anticipating
link breakages thereby greatly improving the performance.
Our future work will focus on making the algorithm to con-
sider all incoming packets for link management instead of
just hello packets. We will also try to optimize the thresh-
olds based on network configuration. Also, comparison of
the above mechanism in terms of overhead and performance
with other related protocols is also planned.
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